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Chapter 8

Prediction of Epigenetic
Target Sites by Using
Genomic DNA Sequence

Guo-Cheng Yuan
Harvard School of Public Health, USA & Dana-Farber Cancer Institute, USA

ABSTRACT

Epigenetic regulation provides an extra layer of gene control in addition to the genomic sequence and
is critical for the maintenance of cell-type specific gene expression programs. Significant changes of
epigenetic patterns have been linked to developmental stages, environmental exposure, ageing, and diet.

However, the regulatory mechanisms for epigenetic recruitment, maintenance, and switch are still poorly

understood. Computational biology provides tools to deeply uncover hidden connections and these tools

have played a major role in shaping the current understanding of gene regulation, but its application

in epigenetics is still in the infancy. This chapter reviews some recent developments of computational

approaches to predict epigenetic target sites.

INTRODUCTION

Epigenetics refers to heritable changes of gene
expression or genotypes without change of the
DNA sequence (Waddington, 1942). Inamulticel-
lular organism, the DNA sequence is constant in
all cell lineages, but the gene activities in differ-
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ent cell-types are highly variable. Such cell-type
specific gene expression patterns are controlled
by epigenetic mechanisms, including nucleosome
positioning, histone modifications, and DNA
methylation. Together these mechanisms control
the accessibility of the genomic DNA to regula-
tory proteins. Only a small part of the genomic
blueprint is used in any cell type.
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The rapid advance of microarray and DNA
sequencing technologies (Barskietal.,2007; Mik-
kelsen et al., 2007; Ren et al., 2000) has allowed
researchers to identify genome-wide epigenetic
patterns in various species. Recent epigenomic
studies have identified dramatic epigenetic dif-
ferences between different cell-types (Barski et
al., 2007; Heintzman et al., 2009; Meissner et al.,
2008; Mikkelsen et al., 2007; Mohn et al., 2008),
betweennormal and disease tissues (Schlesinger et
al.,2007; Seligsonetal.,2005; TCGA, 2008), and
between stimulated and resting cells (Saccani &
Natoli, 2002; Wei et al., 2009). These differences
are also highly correlated with gene expression
level changes. Importantly, the epigenetic changes
are not permanent but can be reversed. Strikingly,
the entire epigenetic state in an adult cell can be
reprogrammed to a pluripotent cell state (called
iPS cell) that is highly similar to an embryonic
stem (ES) cell (Okita et al., 2007; Takahashi &
Yamanaka, 2006; Wernig et al., 2007; Yu et al.,
2007). This reversibility makes epigenetic marks
the ideal targets for therapeutic treatment (Sharma
etal.,2010). Indeed, anumber of drugs have been
developed and currently used to treat a number of
diseases including cancer (Yoo & Jones, 20006).
However, a major challenge is to avoid off-target
interactions, since our current understanding of
the targeting mechanisms of epigenetic factors
is still limited.

The epigenetic pattern is not randomly distrib-
uted across the genome (Bernstein et al., 2007).
A fundamental question is how target specificity
is achieved. The targeting mechanism is complex
and involves many factors such as the genomic
DNA sequence, chromatin modifiers, transcrip-
tion factors (TFs), and non-coding RNAs. How
these factors work together to regulate epigenetic
patterns is still poorly understood. Among these
factors, the association with DNA sequence has
been most studied. Perhaps the most commonly
studied factoris the DNA sequence. Here [ review
some of computational studies aimed at prediction
of epigenetic patterns based on the DN A sequence.
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Additional information on certain specific aspects
can be found in some excellent reviews (Bock
& Lengauer, 2008; Kaplan et al. 2010). In addi-
tion, the readers are referred to some excellent
reviews for biological background (Jiang & Pugh,
2009; Kouzarides, 2007; Rando & Chang, 2009;
Hawkins et al. 2010; Zhou et al. 2011).

METHODS TO PREDICT
EPIGENETIC TARGETS

Nucleosome Positioning

The eukaryotic DNA is packaged into chromatin.
The fundamental unit of chromatin is the nucleo-
some, consisting of two copies each of four core
histone proteins: H2A, H2B, H3, and H4 (Korn-
berg & Lorch, 1999). Each nucleosome wraps
around 146 bp DNA in about 2 turns. Ever since
the initial discovery of nucleosomes in the 70’s
(Kornberg, 1974), the regulatory mechanisms
underlying nucleosome positioning have been
intensely investigated. A potentially importantrole
of DNA sequences was noticed decades ago. The
investigators recognized that the structural prop-
erties of DNA are dependent upon the base pair
composition; therefore specific DNA sequences
might be favored for nucleosome binding. By
extracting nucleosome core particles from chicken
red blood cells and then analyzing the DNA se-
quences attached to these nucleosome particles,
Satchwell etal. (1986) observed an approximately
10 bp periodic pattern of the frequency of the
dinucleotide pair AA/TT. Similar results were
found by several other groups (loshikhes et al.,
1996; Widom, 2001). The 10 bp periodicity pattern
agrees well with the high-resolution nucleosome
structure (Lugeretal., 1997; Richmond & Davey,
2003), where the histones interact with the DNA
sequence approximately once every 10 base pair.

However, early studies were limited by the fact
that only a handful of sequences were known to
be nucleosome bound. During the past decade,
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rapid progress has been made thanks to the de-
velopment of high throughput technologies such
as microarrays and DNA sequencing. As a result,
high-resolution, genome-scale maps of nucleo-
some positions have been identified in various
organisms including human (Chodavarapu et al.
2010; Johnsonetal.,2006; Lanterman etal. 2010;
Lee et al., 2007; Mavrich, Ioshikhes et al., 2008;
Mavrich, Jiang et al., 2008; Ozsolak et al., 2007,
Schones et al., 2008; Yuan et al., 2005). Despite
the wide-range of species, the overall nucleo-
some positioning pattern is strikingly conserved.
A common signature at the promoter regions is
characterized by anucleosome-free region (NFR)
adjacent to the transcription start sites (TSS)
flanked by well-positioned nucleosomes.

Segal et al. (2006) were the first to develop
computational methods to predict genome-wide
nucleosome positions (Figure 1A). Based on a
set of 199 high-resolution nucleosome DNA se-
quences obtained by direct sequencing, the authors
constructed a position specific weight matrix to
model the nucleosome-DNA binding affinity. The
approach is similar to standard methods for TF
motif detection, but an important difference is
that the basic units are dinucleotides (AA, CpG,
etc.) instead of single nucleotides (A, C, G, and
T). Consistent with previous studies, the average
AA/TT/TA pattern is approximately periodic
with about 10 bp periodicity. In order to predict
genome-wide nucleosome positions, Segal et al.
(2006 ) further developed a thermodynamic model,
which took into account the steric hindrance effect
between neighboring nucleosomes. Impressively,
their model is able to predict 54% of nucleosome
positions within 35 bp accuracy. However, the
significance of this result is compromised by
the observation that even random guesses could
provide 38% prediction accuracy when evaluated
in the same way. The underlying problem with
this accuracy measure is that it increases with the
total number of predicted sites, making it difficult
to interpret the results. Around the same time,
loshikhes et al. (2006) used a different approach

to predict genome-wide nucleosome positions.
They computed the correlation between an input
sequence and a pre-determined nucleosome posi-
tioning sequence (NPS) pattern and then detected
regions of high correlation score (Figure 1B). They
observed that the two approaches shared similar
prediction accuracy.

The above studies considered only information
from the nucleosome sequences. On the other
hand, it has been recognized that certain DNA
sequences such as poly dA:dT runs are inhibitive
for nucleosome binding (Bernstein et al., 2004;
Sekinger et al., 2005; Yuan et al., 2005). Such
sequences impose an important constraint on the
nucleosome positions. Recognizing the role of
nucleosome-free (linker) sequences, several
groups have developed computational models to
incorporate both nucleosome and linker DNA
sequences for prediction (Lee et al., 2007; Peck-
ham et al., 2007; Yuan & Liu, 2008), but the
classification strategies are quite different. Spe-
cifically, Peckman et al. (2007) represented a
sequence pattern by the number of word counts
corresponding to a set of short k~-mers (k up to 6),
and the differences between nucleosome and
linker sequences were detected by using a support
vector machine (SVM) (Figure 1C). Lee et al.
(2007) characterized sequence signatures based
on TF motifscores and DNA structural parameters
and used a Lasso regression method as a classi-
fier. A third approach converted the dinucleotide
frequencies to wavelet coefficients in order to
detect discriminative periodic patterns, and a
stepwise logistic regression model was used to
distinguish nucleosome bound sequences from
those located in the NFRs (Yuan & Liu, 2008)
(Figure 1D). In the latter study, it was also found
that a more objective measure for model perfor-
mance was the false positive error rate rather than
the false negative error rate which were used in
previous studies. Despite the variation of the
predictor selection and classification schemes,
these models all significantly improve the model
performance. Morerecently, Segal and colleagues
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Figure 1. Schematic diagrams to illustrate the concepts behindvarious nucleosome positioning prediction
methods. (A). Segal et al. (2006) modeled the nucleosome sequence pattern by using a position specific
weight matrix. Each entry represents the probability of observing a specific dinucleotide at a specific
position. (B) loshikhes et al. (2006) defined a NPS pattern based on the bias of AA/TT distribution. (C)
Peckham et al. (2007) extracted a large number of sequence features by counting the occurrence of vari-
ous short words. (D) Yuan and Liu (2008) studied the role of periodicity by decomposing a multiscale
signal to various wavelet components, each varying at a specific length scale. (E) Miele et al. (2008)
and Morozov et al. (2010) calculated the free energy required for any DNA sequence to wrap around a
nucleosome. A sequence associated with lower energy is more favored for nucleosome binding.
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have also incorporated negative controls in their
model framework and obtained much improved
performance (Field et al. 2008).

The methods mentioned above are all based on
empirical data. While these models can provide
good model accuracy, they donotnecessarily offer
mechanistic insights. In the meantime, a different
class of models hasbeenrecently developed based
on calculation ofthe biophysical properties (Miele
et al., 2008; Morozov et al., 2009) (Figure 1E).
Both studies showed that a biophysically-based
model may offer competitive performance for
genome-wide predictions.

It is also important to note that, just because
the DNA sequence and nucleosome positions are
correlated, it does not mean that it is deterministic.
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In fact, Kornberg and Stryer (1988) pointed out
thatpositioned nucleosomes can also be predicted
based on a statistical model. In this model, only
the nucleosome boundaries are determined by
the DNA sequences, whereas the nucleosomes
themselves are randomly packed. This mecha-
nism results in highly aligned nucleosomes near
the boundary whereas fuzzier configuration
elsewhere, which is in fact consistent with ex-
perimental data (Mavrich, loshikhes et al., 2008).
In addition, the in vivo nucleosome positions are
inevitably affected by additional factors, such
as the perturbation by chromatin remodeling
complexes, competition with TF binding, and
influence of transcriptional events, it is unclear
to what extent the resulting positions are intrinsi-
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cally coded in DNA sequences. To overcome this
challenge, two groups (Kaplanetal.,2009; Zhang
et al., 2009) have recently used next generation
DNA sequencing methods to map the in vitro
nucleosome positioning for sequences extracted
from the yeast genome. Interestingly, these studies
draw different conclusions although their data are
similar. Kaplan etal. (2009) concluded that the in-
trinsic DNA sequence preference of nucleosomes
have a central role in determining nucleosome
positioning in vivo, noting that the nucleosome
occupancy level is similar between in vivo and in
vitro environments. On the other hand, Zhang et
al. (2009) concluded against a genomic code for
nucleosome positioning, pointing out the observed
similarity can be simply explained by a statistical
positioning model (Kornberg & Stryer, 1988).

Histone Modification

The N-terminal ends of the core histone proteins
are unstructured and referred to as the histone
tails, which can be post-translationally modified in
multiple ways at multiple sites. Early studies were
focused on histone acetylation, the modification
that an acetyl group is added to a lysine residue.
While promoter histone acetylation is generally
associated with gene activation (Dion etal., 2005;
Roh et al., 2005), histone acetylation in coding
regions may lead to gene repression (Wang et al.,
2002). Another well-characterized mark is histone
methylation. The function of histone methylation
is more complex and still not well understood. For
example, H3K9 methylation is highly correlated
with gene repression but H3K4 methylation is cor-
related with gene activation (Barski et al., 2007,
Pokholok et al., 2005). An additional complexity
for histone methylation is that it can happen in
three flavors: mono-, di-, and tri-methylation, each
may have its own role. For example, H3K4me3
is highly correlated with active promoters (Bar-
ski et al., 2007; Guenther et al., 2007), whereas
H3K4mel tends to be depleted at promoters but
enriched at tissue-specific enhancers (Heintzman

etal., 2007). In addition to acetylation and meth-
ylation, a large number of histone modifications
have been identified including phosphorylation,
ubiquitylation, ADPribsylation, deimination, and
praline isomerization (Kouzarides, 2007). The
functionality for most of these modifications is
still poorly understood and their function may
be also context dependent. The task for identify-
ing the function of the combinations of different
histone modification marks is generally referred
to as the “histone code” hypothesis, originally
proposed by Allis and colleagues (Jenuwein &
Allis, 2001; Strahl & Allis, 2000).

Although histone modifying enzymes do
not interact with the DNA sequence, they may
be recruited to specific loci by interacting with
TFs, non-coding RNAs, or other DNA interacting
regulators. There is abundant evidence that the
distribution of many histone modification marks
is associated with the DNA sequence each in its
own way (Bemnstein et al., 2007). For example,
the H3K4me3 mark is mainly associated with
high density and can be well-predicted by a CpG
density alone (Bernstein et al., 2006), while the
H3K9me3 mark is weakly associated with a num-
ber of repetitive sequences (Martens et al., 2005).

Computational studies for histone modifica-
tions have been mainly limited to H3K27me3
through investigation of Polycomb group (PcG)
proteins targeting. PcG was first discovered in
Drosophilafor controlling Homeotic (Hox) genes
(Lewis, 1978) but later found to also play an im-
portant role in early development in vertebrates
(Schuettengruber et al., 2007; Sparmann & van
Lohuizen, 2006). Amajor function of PcG proteins
is to repress the transcriptional activities of their
target genes through tri-methylation of the histone
H3 on lysine 27 residue (H3K27me3) (Francis &
Kingston, 2001). Much effort has been taken to
identify the DNA elements that are responsible for
PcG recruitment, called the Polycomb response
elements (PRE). In Drosophila, Ringrose et al.
showed that the PREs are well-characterized by
the motif sequences of distinct TFs among which
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PHO is the most important one (Ringrose et al.,
2003). Onthe other hand, the mammalian PREs are
still poorly characterized (Schuettengruber et al.,
2007; Simon & Kingston, 2009). Experimentally
validated PREs have only been recently identified
(Sing et al., 2009; Woo et al., 2010).

Computational predictions of PREs are mainly
centered around TF motifs. For Drosophila,
Ringrose et al. found that individual TF motifs
are insufficient for discriminating PREs from
non-PREs (Ringrose et al., 2003). However, by
pairing different motifs together, the discrimina-
tive power was much improved. These authors
then derived a score based on a linear combination
of the motif-pair scores. To test their prediction
accuracy, they experimentally validated 43 regions
randomly selected from a total of 167 predicted
sites. 29 out of the tested regions were verified.
More recently, additional TF motifs were incor-
porated in the same modeling framework, which
led to improved model performance (Hauenschild
et al., 2008).

In comparison, mammalian PREs are less
characterized. Ku et al. (2008) investigated the
association between TF motifs and genome-wide
PcG targets in mouse ES cells. They identified
several distinct TF motif patterns and used these
patterns to predict PcG targets. Among the top
2836 predicted targets, about 60% are correct
predictions. Similarresults were obtained by using
a more sophisticated model (Liu et al., 2010). In
this study, Liu et al. (2010) found that the highly
scoring genes tend to be marked by PcG in mul-
tiple cell-types, suggesting the DNA sequence is
strongly related to target plasticity.

Currently, general methods for histone modifi-
cation target predictions are still limited. A major
challenge is that there are a large number of pos-
sible combinations, each has its own distribution
profile. Some are focal (e.g. H3K4me3), others
are broader (e.g. H3K9me3), and yet others are
mixed (e.g. H3K27me3) (Barski et al., 2007).
Another complexity is that the factors that regu-
late histone modifications are more complex. A
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histone modification mark can be either added or
removed by specific enzymes. There are a large
number of such enzymes, many of which share
overlapping roles (Kurdistani & Grunstein, 2003;
Lan et al., 2008). Since each factor functions
differently, it is likely each only contributes to a
small subset of targets.

Amodified version of the wavelet model men-
tioned above has been applied to predict histone
modification patterns in human (Yuan, 2009).
The model performance is highly variable among
different histone modification marks. For a few
well-studied histone modification marks, such
as H3K4me3 and H3K4mel, the model indeed
performs well and the performance cannot simply
be explained the local enrichment of CpG. On the
other hand, the model predicts H3K9me3 rather
poorly. The performance of the model is correlated
with the overall spread of a histone modification
mark. Interestingly, the H3K4me2 and H3K27me3
marks do not overlap in adult cells, yet their target
sequences are highly similar. A possible explana-
tion is that the two sets of marks both target same
regions but only one mark can be established.
Experimental evidence supporting this possibility
is that the H3K4me?2 pattern at the HoxA cluster
in one tissue (lung) is similar to the H3K27me3
pattern in a different tissue (foot) (Rinn et al.,
2007), suggesting that the targeted competition
between the two marks may be responsible for
epigenetic switching.

DNA Methylation

The genomic DNA itself can also be covalently
modified and the modification has important
implication on gene regulation (Bird, 2002). In
this case, the cytosine nucleotide can be methyl-
ated. With the exception of a few special cases
(Cokus et al., 2008; Lister et al., 2009), DNA
methylation almost always occurs in the context
of a CpG dinucleotide. Since CpG dinucleotide
is self-complementary, the DNA methylation
pattern on one DNA strand can be faithfully
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reproduced on the other strand, a property that
is important for epigenetic inheritance. While
promoter DNA methylation is often correlated
with gene repression, recent epigenomic studies
have shown that DNA methylation can also occur
at coding region and its functional consequence
is still poorly understood. In cancer, it has been
found that the genome-wide DNA is widely
hypomethylated, whereas specific loci, such as
certain tumor repressor genes, are associated
with hypermethylation (Esteller, 2007; Jones &
Baylin, 2007). The overall methylation level can
be influenced by food intake such as folic acid
(Jirtle & Skinner, 2007).

Notsurprisingly, the DNA methylation status is
highly correlated with the local CpG density. The
majority of CpG is located in low CpG density
regions and tends to be methylated. On the other
hand, CpG can also form clusters called the CpG
islands, which tend to be unmethylated. However,
some CpG islands are methylated in certain cell-
types but not others. The sequence characteristics
of such differentially methylated regions (DMR)
are still incompletely understood, although it has
been shown that DMRs are typically associated
with intermediate CpG density (Bocketal., 2006).
In cancers, it was found that a number of tumor
repressor genes are silenced by DNA methylation
(Keshet et al., 2006; TCGA, 2008). A challenge
is to understand which set of CpG islands can be
methylated.

Anumber of computational methods have been
developed to predict the CpG island methylation
from the underlying DNA sequence (Bock et al.,
2006; Das et al., 2006; Fang et al., 2006; Feltus et
al., 2006; Keshet et al., 2006). The overall strate-
gies in these studies are similar, although there is
avariation of the predicting sequence features that
are used in these studies. For example, Das et al.
(2006) used 102 sequence features as predictors,
including GC content, word counts, and repetitive
sequences. The classification was done by using
support vector machine. Feltus et al. (2006) ob-
tained discriminative sequence pattern by de novo

motif searching followed by a decision tree as the
classificationmodel. Inaddition, Bock etal. (2006)
incorporated the DNA structural parameters as
predictors. In this study, the authors also used a
similar approach to predict several other epigenetic
marks including histone modifications and DNA
hypersensitivity and then combine the informa-
tion together to predict the overall strength of a
CpG island. The biological interpretation of the
strength of a CpG island is the likelihood of being
kept in an open chromatin state and targeted by
TFs. Recent analysis has shown that integrating
the histone modification pattern information can
improve model performance (Fan et al.).

DISCUSSION

The Role of DNA Sequence in
Defining Epigenetic Patterns

The targeting mechanism for epigenetic factors
is complex and involves a large number of fac-
tors and this complexity is only beginning to be
investigated systematically. Here we discuss an
important first step, which is the role of DNA se-
quence in shaping the global epigenetic landscape.
Theresultsreviewed in this paper strongly indicate
that the DNA sequence plays an important role
in the targeting of many epigenetic marks. There
are some important exceptions. For example, the
H3K36me3 pattern is mainly determined by tran-
scription rather than coded in the DNA sequence.

Although the detailed mechanism is still
unclear, we can think of the DNA sequence as
defining the intrinsic stability of an epigenetic
mark. In the case of nucleosome positioning, the
predicted stability has been directly validated by
genetic experiments and it is found that the nu-
cleosome occupancy indeed change as predicted
(Segal et al., 2006; Sekinger et al., 2005). These
results suggest thatthe DNA sequences are indeed
required for establishment of the proper nucleo-
some positions. Interestingly, the DNA sequence
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at the 5’ end of a coding region is typically coded
for high nucleosome occupancy, which may act
as important barrier for passage of transcriptional
machineries. Recent studies have found that Polll
occupies many inactive genes but only is paused
near TSS (Core & Lis, 2008; Guenther et al.,
2007), whereas can be paused at the 5’end and
used only to generate short incomplete transcripts
(Core & Lis, 2008; Guenther et al., 2007). The
requirement to overcome this barrier to finish a
full transcript suggests an important transcrip-
tion control mechanism (Mavrich, loshikhes et
al., 2008).

Although less understood, the DNA sequence
is also related to the overall plasticity of other
epigenetic marks such as DNA methylation and
histone modification. For DNA methylation, the
regions with high CpG density tend be unmeth-
ylated, whereas those associated with low CpG
tend to be methylated. Interestingly, the most
variable regions seem to be related to intermedi-
ate CpG content (Bock et al., 2008; Das et al.,
2006; Feinberg & Irizarry, 2010). A similar but
more intricate pattern has been found for histone
medications as well.

Recent studies have found that cancer is not
only characterized with high genetic changes
but also high epigenetic changes (TCGA, 2008).
Interestingly, the aberrant DNA methylation
pattern is correlated with genetic mutations. For
example, in treated samples which display DNA
methylation at the MGMT promoter, 81% of all
mutations are of the G:C to A:T type in non-CpG
dinucleotides, compared to a mere 4% within CpG
dinucleotide. In comparison, in samples without
MGMT methylation, the frequencies of the two
types of mutations are roughly equal (29% vs
23%, respectively). It is still unclear whether
other epigenetic changes are also correlated with
genetic mutations in cancer.

Finally, we recognize that a lot of work is still
needed to gain mechanistic insights. Forexample,
despite the success of DNA sequence in prediction
ofnucleosome occupancy, the in vivo nucleosome
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positioning pattern can be simply explained by a
statistical positioning model (Kornberg & Stryer,
1988; Mavrich, loshikhes et al., 2008; Zhang et
al.,2009), suggesting thatthe DNA sequence may
only be important for delineating the boundaries
of nucleosome occupied regions.

Beyond the Sequence

While the DNA sequence is constant across
cell-types, the actual epigenetic pattern is tissue-
specific and cannot be determined by the DNA
sequence alone. There are a large number of po-
tential regulators, including chromatin modifying
enzymes, TFs, and non-coding RNAs. For exam-
ple, the ATP dependent chromatin remodelers can
removenucleosomes from their favored positions.
A classical example is the regulation of PHOS
(Svaren & Horz, 1997). At normal conditions, the
PHOS promoter is occupied by well-positioned
nucleosomes, one of which is centered at -275
bp relative to the ATG codon, occluding Pho4
from binding to its target site at -247 bp (Almer
et al., 1986). This and three other nucleosomes
are depleted upon phosphate starvation, making
the Pho4 binding site accessible. The eviction
of nucleosome is caused by the activity of SWI/
SNF, an ATP-dependent chromatin remodeler.
Similarly, the tissue-specific patterns of histone
modificationand DNA methylation are also highly
dependent on the activities of various histone and
DNA modification enzymes.

Since chromatin modifiers can be recruited to
specific target sites by interacting with sequence-
specific TFs. The activity of these TFs can also
significantly affect the overall epigenetic pattern.
For example, the histone deacetylase Hstl is re-
cruited by a single TF Suml in yeast (Robert et
al., 2004). The genome-wide targets of Hst1 and
Suml are nearly identical. Genetic deletion of
SUMI1 completely abolishes the binding of Hst1
and causes increased H3 and H4 acetylation level
at their target sites. Similarly, in Drosophila, the
TF PHO plays an important role in PcG recruit-
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ment, and deletion of PHO results in derepression
of Hox genes, indicating disrupted PcG binding
(Wang et al., 2004).

Another class of regulators that have been
recently described is the non-coding RNAs
(Guttman et al., 2009; Rinn et al., 2007; Zhao
et al., 2008). For example, in mammals one of
the X chromosomes in females is completely
silenced for dosage compensation. This whole
chromosome silencing is mediated by the DNA
methylation. The large Xist RNA is produced at
the inactive X-chromosome and thought to initi-
ate the establishment of DNA methylation and
X-inactivation (Lee, 2009). In addition, small
RNAs can also interact with chromatin modifiers
thereby regulating the local histone modification
and DNA methylation patterns (Moazed, 2009).

These examples demonstrate that there are a
large number of potential regulators for epigenetic
patterns. A fundamental task is to understand their
respective roles in establishing the global epigen-
etic patterns. Computational methods suitable for
this task have yet been developed.

Epigenetics and Evolution

Modern evolutionary theory is firmly based on
genetic variation and natural selection. The role
of epigenetics in evolution remains unclear. Fein-
berg and Irizarry have recently proposed that the
stochastic epigenetic variation originated from
genetic variation may play an important role in
evolutionary adaptation (Feinberg & Irizarry,
2010). Such variation does not change the mean
phenotype, but stochastic variation is advanta-
geous for adaptation to environmental changes.
By using numerical simulation, the authors dem-
onstrated that the increased variation can indeed
increase fitness in a varying environment. They
also found experimental evidence supporting
that the locations of variably methylated regions
across different samples are correlated with the
local CpG density. Interestingly, the variability
changes between human and mouse accompanied
by CpG density changes. A core component of

this hypothesis is that genetic variation is closely
related to epigenetic variation, which is supported
by the numerous studies reviewed in this paper.

Several studies have taken a comparative ge-
nomic approach to investigate whether genomic
variations may be associated with expression
changes via difference in epigenetic patterns. TF
binding sites are found to be typically associated
rigid DNA (Tirosh et al., 2007), consistent with
nucleosome depletion at these sites. Interestingly,
these authors also found that the locations of
rigid DNA elements are conserved in TATA-less
promoters but vary substantially at the promoters
containing the TATA element. These differences
are thought to be related to be developed during
evolution to initiate species-specific responses
to environmental changes. Along the same line,
Field et al. predicted the promoter nucleosome
occupancy level for various yeast species based
on the genomic sequences (Field et al., 2009).
Interestingly, the predicted nucleosome occupancy
levelis substantially differentat genes which have
different expression patterns between different
yeast species. In particular, the respiratory genes
are active in aerobic yeast species but inactive in
anaerobic ones. In accordance to this difference,
the predicted nucleosome level is low at the re-
spiratory promoters for the aerobic species but
much higher in other ones.
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KEY TERMS AND DEFINITONS

Epigenetics: The study of inherited changes in
phenotype or gene expression caused by mecha-
nisms other than changes in the underlying DNA
sequence.

Nucleosome: The basic unitof DNA packaging
in eukaryotes, consisting of a segment of DNA
wound around a histone protein core.
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